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Method: Median Batch Normalization (MedBN)
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Normalization Transformation

• To overcome vulnerability of test statistics calculated by mean, we 
propose Median Batch Normalization (MedBN).

Experimental Analysis 
• To investigate to robustness of MedBN, we plot the t-SNE of features 

for each block before going through BN layers.

➔ In BN layers, malicious samples are distant from the benign samples.
➔ However, in MedBN layers, the impact of malicious samples is 

significantly mitigated.

Experimental Results

• The state-of-the art TTA methods are susceptible to data poisoning attacks despite extensive efforts to enhance the robustness of TTA.
• However, MedBN significantly counteracts the effect of malicious samples and it achieves minimal performance degradation without attacks.
• The integration of MedBN into existing TTA methods can be done seamlessly, demonstrating the general applicability of MedBN.

Table 2. Error Rate (%) of the indiscriminate attackTable 1. Attack Success Rate (%) of the targeted attack

Test-Time Adaptation (TTA)

• TTA methods aims to adapt a pre-trained model to a test domain.
• The major advantage of TTA stems from leveraging test-statistics 

by re-estimating statistics using test batch.

Vulnerability of  Mean for Calculating Test-Statistics

➔ Test-statistics can be manipulated by malicious samples.
➔ This results in misprediction on other samples in test batches.

Data Poisoning Attacks in TTA [2]
• An adversary can craft malicious samples by solving following 

optimization problems using a projected gradient descent.

Indiscriminate attack aims to degrade the performance of benign 
samples in test batch.

Targeted attack aims to manipulate a prediction of a targeted 
samples in test batch.

[1] Wang, Dequan, et al. Tent: Fully test-time adaptation by entropy minimization, ICRL 2021. [2] Wu, Tong, et al. Uncovering adversarial risks of test-time adaptation. ICML 2023.

Theoretical Analysis: Mean vs. Median

•   We have a batch ℬ = ℬ!"# ∪ ℬ$%& (malicious + benign samples)
(i) The mean can be arbitrarily manipulated by a single malicious 
    sample,

(ii) The median is robust against malicious samples (unless they are 
     not the majority),
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• Malicious samples can be injected into test batch by an adversary.
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Normalization TransformationBN
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T-SNE visualization of representative BN layers in each block.

T-SNE visualization of representative MedBN layers in each block.
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